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Summary
Simultaneous and sequential segregation form the basis of auditory scene analysis and are likely involved in con-
current speech segregation. However, previous work showed that speech-in-noise perception was uncorrelated
with simultaneous segregation, whereas it appeared to be related to the pure-tone fusion threshold of sequential
streaming. The current study aimed to clarify the relationships between pitch-based speech-in-speech segrega-
tion, pitch-based streaming, and frequency selectivity. Twenty-three listeners with close to normal hearing were
involved. Speech-in-speech perception was measured using words presented in a time-reversed single talker back-
ground, with various pitch differences between target and masker. Streaming performance was measured using an
objective order-naming task on vowel sequences. Auditory filter widths were derived using a notch-noise method.
Results showed a correlation between the effect of pitch on speech-in-speech perception and the effect of pitch
on streaming performance. However, frequency selectivity was found to correlate with average speech-in-speech
perception but not with streaming, and only in the region of the second formant. These latter results are consis-
tent with the hypothesis that pitch-based streaming probably relies on pitch discrimination, which is only poorly
correlated to frequency selectivity. Further, these results suggest that mild impairments in frequency selectivity
do not systematically impair pitch-based streaming.

PACS no. 43.66.Mk, 43.66.Sr, 43.71.Es, 43.71.Ky

1. Introduction
Simultaneous and sequential segregation are commonly
considered base mechanisms of Auditory Scene Analysis
(ASA) [1], and are certainly involved in the resolution of
Cocktail Party situations [2] or in speech-in-speech per-
ception tasks. This relationship has motivated the search
for correlations between simultaneous or sequential segre-
gation and speech perception performance. The perception
of speech in a masker and the mechanisms of ASA seem to
be subject to a number of common factors, among which
pitch is probably one of the most important.

Brokx and Nooteboom [3] reported that a pitch differ-
ence between two sentences uttered by the same speaker
increased intelligibility of the target sentence. A pitch dif-
ference as small as 3 semitones was enough to increase
correct responses by 20%. Similarly, Summers and Leek
[4] found an improvement of more than 10% in normal-
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hearing (NH) listeners when adding a pitch difference of
4 semitones between simultaneous synthetic sentences. In
these two reports, the percentage of correct responses grew
roughly linearly with the pitch difference in semitones.
Bird and Darwin [5] used a speech masker that was almost
entirely voiced to enhance the effect of F0. They observed
an increase in word recall of 40% between 0 and 2 semi-
tones, and an additional increase of 20% between 2 and
8 semitones. More recently, Darwin et al. [6] used con-
current sentences from the Coordinate Response Measure
speech corpus to observe the effect of a difference in F0

and in vocal tract length. They observed that the reception
score for the target sentence increased by 24% between 0
and 12 semitones.

In contrast, the benefit of F0 difference (ΔF0) for con-
current vowel identification is saturated over 2 semitones
[7, 8]. This difference in the range of ΔF0 over which
concurrent sentence and vowel identification improves
suggests that simultaneous segregation is not the only
pitch-based segregation mechanism involved in concurrent
sentence perception. Summers and Leek [4] highlighted
this difference by comparing performances in concurrent-
vowel and concurrent-sentence tasks in NH and hearing-
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impaired (HI) listeners. These authors found that the
F0-related benefit in the concurrent-sentence task was
not clearly associated with the F0-related benefit in the
concurrent-vowel task, especially in HI listeners.

Early reports involving pure/complex tones indicated
that streaming can be induced over a wider range of
ΔF/ΔF0’s relative to simultaneous segregation [9]. In a
more recent study, the effect of ΔF0 on the streaming of
synthesized vowel sequences was found to grow contin-
uously from 0 to 12 semitones [10], a range close to the
ΔF0 benefits observed for concurrent speech perception.
In line with this observation, a few studies investigated
the potential of sequential segregation as a predictor of
speech-in-speech perception. Mackersie et al. [11] studied
the relationship between streaming and performance in a
concurrent-sentence task in NH and HI listeners. Stream-
ing was evaluated using the fission threshold for tones dif-
fering in frequency up to 6 semitones. The fission thresh-
old is defined as the frequency difference below which a
tone sequence can no longer be perceived as two streams
and is instead perceived as a single stream (see [12] for de-
tails). Concurrent sentence recognition involved sentence
pairs produced by one female talker (mean F0 = 240Hz)
and one male talker (mean F0 = 115Hz). The results re-
vealed that sequential segregation and concurrent speech
perception were strongly correlated. Hong and Turner [13]
also observed such a correlation in cochlear implant users
between streaming of pure tones and speech perception in
steady-state noise and multi-talker babble.

Pitch perception and auditory tuning is often impaired
in HI listeners [14]. The effect of frequency selectiv-
ity on speech-in-noise has been clearly established when
the masker is steady-state or amplitude-modulated noise
[15, 16, 17, 18]. It has also been found that HI listen-
ers benefit less from F0 differences in concurrent-sentence
tasks than do NH listeners (for ΔF0 ≥ 4 semitones) [4].
However, no relationship was found between ΔF0 benefit
and frequency selectivity [11]. It is therefore possible that
frequency selectivity influences speech perception in noise
but does not influence speech in speech segregation based
on ΔF0.

The results are also not entirely consistent when the re-
lation between tuning and streaming is examined. Rose
and Moore [12] investigated the sequential segregation of
pure tone sequences in unilaterally-impaired listeners, but
found no clear relationship between auditory filter width
and fission boundary. In contrast, Grimault et al. [19] ob-
served that hearing impairment had an influence on F0-
based streaming when this impairment affected the resolv-
ability of the harmonics composing the complexes. More
recently, Gaudrain et al. [10] observed a significant deficit
in streaming of vowel sequences when moderate to severe
auditory filter broadening was simulated using the algo-
rithm developed by Baer and Moore [17]. However, fre-
quency selectivity was reduced using a single smearing
value by Gaudrain et al., which cannot account for the nor-
mal variations in selectivity that can affect segregation in
the population.

The purpose of the current study was to clarify the re-
lations between ΔF0 benefit in speech-in-speech percep-
tion, F0-based streaming with vowels, and frequency se-
lectivity. Variation in frequency selectivity was obtained
by selecting listeners having normal to slightly-impaired
hearing. The use of subjects having mild impairments al-
lowed an examination of auditory filter variation without
concerns involving audibility. Each volunteer participated
in three tasks: speech-in-speech reception was measured
using word lists in a reversed speech background, stream-
ing was evaluated using an objective order-naming task on
vowel sequences [10], and auditory filter width was evalu-
ated using a notched-noise method.

2. Method
2.1. Listeners
Twenty three listeners with normal to slightly impaired
hearing participated. They ranged in age from 18 to 27
years, with a mean age of 21 years. Listeners were selected
on the basis of their audiometric thresholds. To simplify
the selection of listeners and specification of auditory tun-
ing, they were tested in only one ear. Their audiometric
thresholds [20] in the test ear are shown in Table I. Lis-
teners were paid an hourly wage for their participation and
provided informed consent.

2.2. Procedure
The order of the three tasks was randomized for each sub-
ject. Subjects completed one task prior to moving to the
next, and returned to participate in the different tasks on
different days. All stimuli were presented using a PC, a
Digigram VxPocket 440 soundcard, a Behringer Ultragain
amplifier and a Sennheiser HD250 Linear II headphone.
Sound levels were calibrated in an artificial ear (Larson
Davis AEC101 and 824, [21]). All the experiments took
place in a sound attenuated booth. The experimental pro-
cedure was formally approved by a local ethics committee
(CPP Lyon Sud).

2.3. Frequency selectivity
2.3.1. Materials
Auditory filters were derived using a symmetric notched-
noise masker and sinusoidal probe tone [22, 23], with fixed
probe level [24]. Auditory filter width was measured for
two frequencies: 370Hz and 1394Hz. These correspond
to the average frequencies of the first and second formant
over all six vowels used in the streaming test described in
the next section. The masker consisted of a white noise
in which a notch was created using a 16th-order Butter-
worth band-stop filter. Cutoff frequencies for the notch are
expressed as a proportion r of the center frequency fc as
follows: (1 − r)fc and (1 + r)fc, thus forming a symmet-
ric notch on a linear frequency scale. In addition, the sig-
nal was bandpass filtered between 0.2fc and 1.8fc with a
4th order Butterworth filter, in order to maintain the over-
all level relatively low while ensuring proper masking of
the tone. Finally a lowpass noise was added below 0.2fc
(4th order Butterworth filter), at a level 20 dB below that
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Table I. Audiometric thresholds in dB HL of the 23 listeners involved in the study. Test ear is indicated in the second column.

Frequency (Hz)
Listener Test ear 250 500 1000 2000 4000 6000 8000

S01 R 20 20 10 0 0 15 5
S02 R 20 15 0 10 15 15 10
S03 L 20 10 5 10 30 40 5
S04 L 20 25 15 20 5 35 30
S05 L 25 25 25 5 10 10 5
S06 L 20 20 5 10 5 15 5
S07 L 15 10 10 5 10 10 10
S08 L 0 0 0 10 5 20 25
S09 R 10 15 10 15 10 10 0
S10 R 15 10 10 5 15 25 20
S11 L 10 10 5 0 5 5 5
S12 L 20 15 10 0 5 10 10
S13 R 20 15 5 15 10 10 15
S14 L 30 15 10 10 30 10 0
S15 L 25 15 10 5 0 25 20
S16 L 15 10 0 10 25 25 10
S17 L 20 10 15 0 5 20 20
S18 R 5 5 0 5 0 15 0
S19 L 5 5 5 5 20 10 15
S20 R 5 5 0 0 5 15 10
S21 L 30 15 15 30 10 10 15
S22 R 15 15 10 20 -10 15 0
S23 R 10 5 5 10 5 10 0

of the notched noise to mask possible low-frequency com-
bination bands [24, 25]. An additional 16th-order lowpass
Butterworth filter with a cutoff frequency of (1− r)fc was
added to prevent this lowpass noise from appearing in the
notch. The noise duration was 700ms (including 30ms
cosine onset and offset ramps), and the probe tone dura-
tion was 500ms (including 10ms cosine onset and offset
ramps), starting 100ms after the noise onset.

2.3.2. Procedure
Detection thresholds for the probe tone were obtained
using a two down, one up, two-interval, two-alternative
forced-choice (2I-2AFC) paradigm to estimate the 70.7%
point on the psychometric function [26]. The probe tone
level was held constant at 63 dB SPL at 370Hz, and at
44 dB SPL at 1394Hz. These levels were chosen to match
the mean spectrum levels of the two first formants of the
six vowels used in the streaming test. At the beginning of
the procedure, the probe tone and the masker had the same
spectrum level. The masker level was then adjusted in ac-
cord with the response of the participant. The initial step
size was 8 dB prior to the two first turnarounds, then 4 dB
for 2 turnarounds, and finally 2 dB for eight turnarounds.
These eight turnarounds were averaged to compute the
threshold. The thresholds were measured for at least three
notch ratios per participant, in random order, and always
including 0.0. The other values were determined individ-
ually for each subject in order to avoid overexposure and
saturation, and were always smaller than 0.2. Larger ra-
tios are typically used in the literature, but with a fixed
level probe, the level of the masker rapidly becomes a lim-

itation for wider notches. For subjects S01 to S05, three
measurements per fc were performed, whereas at least six
measurements were performed for subjects S06 to S23.

A fitting procedure was performed to derive auditory fil-
ter shapes from the data, using a symmetric roex(p) model
[23, 27] without pedestal: (1 + pg)e−pg , with g the nor-
malized distance from the center of the filter. The average
spectrum of 4000 repetitions of the masker noise was used
for integration under the filter shape. The fitting procedure
took into account the Sennheiser HD250 Linear II transfer
function, the middle-ear transfer function, and variations
in filter bandwidth with center frequency. The equivalent-
rectangular bandwidth of the auditory filter (ERB [23])
was then computed from the fitting, and expressed as the
ratio to the ERBN [28]. The ERB centered on 370Hz and
1394Hz are noted ERB370 and ERB1394 respectively. To
retain only plausible auditory filter widths, values below
0.5 ERBN or above 3.0 ERBN were excluded from the
analyses. The reliability of each ERB measurement was
estimated by computing the ERB distribution as follows.
For each measurement, 500 fittings were performed re-
placing the thresholds by random values drawn from nor-
mal distributions centered on the measured thresholds and
having a standard deviation equal to the standard devia-
tion of the eight last turnarounds. The standard deviation
of the obtained ERB distribution was used as a reliability
measure for each ERB estimate.

2.4. Streaming with vowels
The method used to evaluate streaming of a sequence of
vowels was based on an order-naming task [10, 29]. In
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this task, sequences of vowels with alternating F0 are pre-
sented and the subject is asked to report the vowels in the
correct order. When segregation occurs, the perception of
order is lost across the auditory streams, rendering the task
difficult or impossible. This paradigm therefore provides
an objective estimation of obligatory streaming [10]. The
term “obligatory” is used here to indicate that the task re-
flects streaming that cannot be suppressed by the listener,
as accurate performance is hindered by streaming.

2.4.1. Materials

The materials were built and used in another study [30]
and consisted of recorded rather than synthesized vowels
(as were used in [10]). The six French vowels /a e i O u
y/ were recorded at 24 bits and 48 kHz, using a Røde NT1
microphone, a Behringer Ultragain preamplifier, a Digi-
gram VxPocket 440 soundcard and a PC. The speaker was
instructed to pronounce all six vowels at the same pitch,
and to reduce prosodic variations.

The F0 and duration of each vowel was then manipu-
lated using STRAIGHT [31]. Duration was set to 165ms,
including 10ms raised cosine onset and offset ramps,
which approximates the average syllable rate in French
and English [32]. Average F0 was adjusted to 100, 134,
179 and 240Hz. Fundamental frequency variations re-
lated to intonation were constrained to 0.7 semitones from
the average F0, and formant positions were held constant
across F0s.

The vowels were then concatenated to form sequences.
Each sequence contained one presentation of the six differ-
ent vowels. The F0 of the vowels alternated between two
values F0(1) and F0(2). For all sequences, F0(1) was 100Hz,
and F0(2) was one of the following values: 100, 134, 179
or 240Hz. Each sequence was created with two presenta-
tion rates: Slow at 1.2 vowel/s and Fast at 6 vowel/s. Slow
sequences were created by inserting silence between the
vowels, and were used to check vowel identification per-
formance. Fast sequences were used to observe streaming.
Finally, each sequence was repeated to form the final stim-
uli. Slow sequences were repeated four times, and Fast se-
quences were repeated 20 times, for overall durations of
20 s. For each possible arrangement of the 6 vowels a per-
ceptual distance between formants of successive vowels
was calculated from the formant frequencies expressed on
a Bark scale (see [10] for details). The 40 arrangements
of six vowels having the lowest perceptual distance were
selected for inclusion, and these orders were assigned to
F0 conditions such that average perceptual distance was
equivalent across conditions. This was performed to en-
hance the influence of F0 differences across alternate vow-
els, and reduce the influence of streaming based on dif-
ferences in formant structure [29]. Stimuli were generated
with 16 bits and 44.1 kHz using MATLAB, and presented
at 85 dB SPL.

2.4.2. Procedure

Training: The training began with a simple identification
task on single vowels. Each vowel, at each F0 (100, 134,

179 and 240Hz), was presented twice in random order. Vi-
sual feedback was provided after each response. All sub-
jects achieved more than 93% correct. The second step of
training involved another form of vowel identification. In
this step, vowels were presented in Slow sequences. In
each of two blocks, 20 sequences were presented, 5 at
each F0. The procedure was the same as the test proce-
dure described in the next paragraph, except that visual
feedback was provided and that only Slow sequences were
used. Performance in this second vowel identification task
was 98% correct on average, ranging from 82% to 100%.
Training lasted 17 min on average.

Streaming test: The streaming test was composed of two
blocks of 40 sequences each. Half the sequences were in
the Slow condition to check identification within the test,
and half the sequences were in the Fast condition to ex-
amine streaming. Each sequence was presented to the sub-
ject during 20 s, but he/she was locked out from respond-
ing during the first 5 s, to allow the percept to stabilize.
The subject then had to ‘Write the sequence in the cor-
rect order’ by selecting six times one vowel among the
six possibilities using a mouse and computer graphic in-
terface. The next sequence was presented after the subject
had submitted their response or after the 20 s expired. The
different conditions (vowel rate and F0s) were presented
in random order. The average duration of each block was
about 12.5 min. For each subject, this procedure provides
scores as a function of F0(2). The score is the percentage
of sequences for which the subject successfully reported
the six vowels in the correct order. Thus, high scores cor-
respond to perception of a single integrated stream, while
low scores correspond to segregation of the stimuli into
two streams.

2.5. Speech-in-speech reception

2.5.1. Materials
The concurrent speech test consisted of target words pre-
sented simultaneously with a continuous masker. The
masker was time reversed speech, used for its lack of se-
mantic content. To create the masker, a male talker was
digitally recorded (with the same settings and apparatus
employed for the vowels in the previous section) reading
a newspaper article for a duration of 5 min. Silences were
deleted, and the root-mean-square (RMS) level was ad-
justed to be constant over 12 s Hann windows having 50%
overlap. The resulting signal was then segmented into 45 s
segments and downsampled to 24 kHz. Finally, each seg-
ment was processed with STRAIGHT to set the average F0

to 100Hz (min: 86Hz, max: 116Hz), and time reversed.
The target speech was composed of lists of monosyllabic
French words uttered by a different male speaker. The lists
were extracted from the Vocales audio-CD as used in Hoen
et al. [33]. The RMS level of all words was adjusted to
85 dB SPL. Words were arranged into 24 lists of 10 words
each. The word lists were balanced in frequency of occur-
rence, phonological neighborhood, number of phonemes
and duration. Using STRAIGHT again, the F0 for each
subset of six lists was set to 100, 134, 179, or 240Hz.
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As in the streaming test, formant positions were held con-
stant. The level of the target words was fixed while the
masker level was modified. In each F0 condition, each of
the six lists was combined with a masker to form a dif-
ferent target-to-masker ratio (SNR): −9, −6, −3, 0, 3 and
6 dB.

2.5.2. Procedure

The participants were asked to listen to the word lists and
to repeat each word they heard. The lists (and F0) were
presented in random order. The pronounced words were
written down by the experimenter and then converted into
phonetic representations. A score – the proportion of cor-
rect phonemes in the words – was generated for each F0

and SNR.

3. Results and discussion

3.1. Frequency selectivity

The fitting procedure produced ERB estimates smaller
than 0.5 ERBN or larger than 3.0 ERBN at fc = 370Hz
for subject S01, and at fc = 1394Hz for S20. These two
estimates were therefore excluded from the analyses. The
ERB of the auditory filters as a function of audiometric
thresholds are displayed in Figure 1. The mean ERB370

was 87.3Hz (1.3 times the normal ERB), and the mean
ERB1394 was 293Hz (1.7 times the normal ERB). These
mean values are relatively consistent with those reported
by Moore [34], although they are somewhat larger, likely
due to the fact the actual spectrum of the masker was used
in the fitting procedure rather than a simplified version
with infinite slopes. The present results also show a larger
range of ERB values across subjects than that reported by
Moore [34]. The current measurement involved relatively
small r notch-ratios compared to those usually employed
[24] and this could have emphasized the error in the fitting
procedure and then in the ERB estimate. This is illustrated
by the error bars in Figure 1. Additional statistical analy-
ses were therefore performed using the difference between
the raw thresholds measured at r = 0.0 and at r = 0.1 as
a measure of frequency selectivity. Because the choice of
the frequency selectivity measurement did not affect the
effects or correlations, the ERB estimate was retained, de-
spite its potential limitations, because it is a more com-
mon representation of frequency selectivity. Finally, the p-
values in the correlation analyses have been corrected to
take into account the estimated ERB variability.

3.2. Streaming with vowels

The results of the streaming test are plotted in Figure 2.
The average identification score in the control (Slow) con-
dition is over 95% correct for all values of F0(2), and only
subject S01 had scores lower than 90%. As described in
[10], the scores in the Fast condition reflect segregation.
The scores decreased from 57% for F0(2) = 100Hz, to
13% for F0(2) = 240Hz. A first-order one-way repeated

Figure 1. Values of the ERB of the auditory filter for each subject
plotted as a function of absolute threshold (dB HL) interpolated
at the test frequency. The ERB values are plotted relative to the
ERBN [23, 28]. For test frequency 370Hz (open circles), the fit-
ting procedure succeeded for 22 of the 23 participants. For test
frequency 1394Hz (filled triangles), the fitting procedure also
succeeded for 22 of the 23 participants. The error bars display
the standard deviation of ERB ratio estimates (see text for de-
tails).

Figure 2. Streaming scores, in percent, averaged across partici-
pants as a function of F0(2) (in Hertz and in semitones re 100Hz).
The score is the percentage of sequences for which the subject
reported the six vowels in the correct order. Streaming disrupts
this ability, therefore lower scores reflect additional streaming.
The scores for the Fast condition (streaming) are plotted with
the solid line and filled squares. The scores for the Slow condi-
tion (vowel identification control condition) are plotted with the
dashed line and open squares. The error bars represent the stan-
dard error across participants.

measure ANOVA with F0(2) as a repeated parameter re-
vealed a significant effect of F0(2) [F (1, 22) = 62.36,
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p < .001]. This reflects the effect of the F0 difference on
streaming: the greater the F0 difference, the more segre-
gation occurs. No difference was found between the two
testing blocks [F (1, 22) = 0.15, p = 0.70], indicating that
no substantial training took place during the session. The
scores are consistent with those observed in [10]. In par-
ticular, the score at matched F0 is similar to that observed
in naïve NH listeners with synthetic vowels having a du-
ration of 175ms. It has been argued [10] that the score in
this particular condition reflects streaming induced by for-
mant structure, as described by Dorman et al. [29]. Note
that the decrease in performance with increasing F0(2) is
unlikely to be due to a reduction in vowel intelligibility
since the identification scores (as measured in the Slow
condition) were constant and high for all values of F0(2)

[F (1, 22) = 0.23, p = 0.64]. Moreover, in another study
Gaudrain et al. [30] used an F0(1) of 240Hz and decreased
F0(2) from 240Hz to 100Hz, and observed the same pat-
tern of results.

In the following correlation analyses involving ERB,
two measures of streaming are used: the average score in
the streaming task noted �Streaming�, and the ΔF0 benefit
in the streaming task noted DStreaming. The former is the
mean score for a listener across the four values of F0(2).
The latter is defined for each subject as the difference be-
tween the highest and the lowest score across F0s. So the
ΔF0 benefit is the maximal decrease (as a positive value)
in performance induced by changing ΔF0.

3.3. Speech-in-speech reception

The results of the speech reception test are displayed in
Figure 3. The scores are the percentage of phonemes cor-
rectly recalled, at each SNR and F0. Without any F0 differ-
ence between the target and masker, the mean score across
SNRs was 67% correct. For F0 differences greater than 5
semitones (134Hz), the mean score was above 80%. A
first-order two-way repeated measure ANOVA using SNR
and F0 as repeated parameters indicated that the effect
of the F0 difference was significant [F (1, 22) = 162.53,
p < .001], as was the effect of SNR [F (1, 22) = 288.34,
p < .001] and the interaction [F (1, 22) = 16.26, p <
.001].

The present results are very similar to those obtained
by Brokx and Nooteboom [3]. These authors found an in-
crease in identification scores from about 40% to 60% for
a 0 to 3 semitone difference. The scores observed in the
current experiment are slightly greater, even when com-
paring percentage of words correct (50% to 64%) rather
than scores based on phonemes. This is probably due to the
fact that SNR ranged from −9 to 6 dB in the current exper-
iment while it ranged from −15 to 0 dB in [3]. The benefit
of F0 difference for the identification of the target words
depends on the SNR as revealed by the significant inter-
action. The tendency is that the benefit becomes smaller
as the SNR increases. Also worth noticing is the fact that
most of the benefit is achieved for F0 differences smaller
than five semitones (134Hz), while adding another five-
semitone difference increases performance only slightly

Figure 3. Speech identification scores as the proportion of cor-
rectly reported phonemes, averaged across participants, as a
function of the F0 of the target. Each light grey line represents a
different SNR, while the two black lines represent the data aver-
aged over positive (upward black triangles) and negative (down-
ward black triangles) SNRs. The lower axis represents the F0 of
the target, the masker F0 being always 100Hz. The F0 difference
in semitones is provided between brackets. The error bars are the
inter-individual standard error.

and only for positive SNRs. This probably reflects the im-
portance of simultaneous segregation, especially at lower
SNRs, and is a reminder that both sequential and simulta-
neous segregation mechanisms are involved in speech-in-
speech perception.

In the following correlation analyses involving ERB, the
average speech-in-speech perception score (�Speech�) dif-
fers from the ΔF0 benefit (ΔSpeech) as for the streaming
task. The former is the mean score for a listener, averaged
across F0(2)s and SNRs. The latter is defined for each sub-
ject as the average across SNRs of the difference between
the highest and the lowest mean score across F0s.

4. Correlations and general discussion

4.1. Speech-in-speech perception and streaming

An F0 difference of 5 to 15 semitones yielded an im-
provement in speech-in-speech perception scores, and in-
creased the amount of streaming (i.e. was detrimental to
streaming scores). If streaming is a mechanism underly-
ing speech-in-speech segregation, a relationship between
scores in these two tasks may be expected. The scores
obtained in the speech task are plotted against those ob-
tained in the streaming task for each listener and F0 in
Figure 4. A within-subject regression analysis revealed a
highly significant correlation between the effect of F0 on
both tasks [r = −0.72, F (1, 22) = 23.43, p < 0.001].
This correlation illustrates the fact that listeners who ben-
efit most from an F0 difference between target and masker
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Figure 4. Speech scores against Streaming scores. The filled cir-
cles represent individual data for each F0, their diameter and
color is coding the specific value as shown in the figure legend.
The black solid line represents the scores averaged across par-
ticipants for each F0 (error bars show inter-individual standard
errors). The size of the open black circles codes the F0 value.
The dashed line shows the average within-participant correlation
between the two variables, and the dotted lines shows the associ-
ated 95% confidence interval.

in speech-in-speech perception are also the ones who ex-
perienced the most segregation in the streaming task. This
result is in accord with those of Mackersie et al. [11],
who also found a relationship between fusion threshold for
pure tones and concurrent sentence perception. Similarly,
Hong and Turner [13] found a relationship in cochlear im-
plant users between obligatory streaming of pure tones and
speech-in-noise perception. The current results confirm
that a similar relationship can be observed in close to nor-
mal hearing listeners exposed to speech stimuli. Further-
more, since the relationship concerns the effect of F0, the
current results suggest that the F0-based streaming mecha-
nism is involved in speech-in-speech perception. Since the
benefit generated by small ΔF0s in the speech-in-speech
experiment seemed to reflect the fact that simultaneous
segregation was involved, these results also suggest that
the two segregation mechanisms may interact synergisti-
cally. Further investigations would be required to clarify
this interaction.

4.2. Frequency selectivity and speech-in-speech per-
ception

The effects of F0 and frequency selectivity on speech-in-
masker perception have been studied separately using var-
ious paradigms that have yielded various results. Festen
and Plomp [15] found a correlation between speech-in-
noise perception and the logarithm of the auditory band-
width estimated using a comb-filtered noise masker and a
probe tone. Similarly, Glasberg and Moore [16] measured

SRT in quiet and in speech-shaped noise, and found a cor-
relation between the SRT in noise and some measures re-
lated to the perception of frequency: tonal frequency dif-
ference limens, fundamental frequency difference limens,
and the ERB. In these two studies, it was argued that
speech-in-quiet perception relies largely on the audiomet-
ric threshold, while speech-in-noise perception depends on
supra-threshold abilities such as spectral resolution. Mack-
ersie et al. [11] used simultaneous sentences having F0s
of 115 and 240Hz. In contrast to the previous literature
[15, 16] these authors did not find any significant corre-
lation between the slopes of the notched-noise masking
function (a representation of frequency selectivity) and the
percentage of words correct in target sentences. Macker-
sie et al. [11] argued that simultaneous sentences contain
more contextual evidence and acoustic variability than the
steady-state noise maskers used in previous studies, for
which peripheral masking would have been enhanced.

To isolate the effect of frequency selectivity, many
researchers first partialed out the effect of audiometric
threshold. In the current experiment, the hearing losses are
mild and so audibility should not have a substantial in-
fluence. Indeed, no correlation was found between mean
audiometric threshold and mean speech perception scores
[r = 0.12, t(21) = 0.58, p = 0.57]. Hence, the variations
in audiometric threshold should not influence the ERB ef-
fect analysis.

In the current study, speech-in-speech identification was
evaluated as a function of the ERB at 370 and 1394Hz,
as plotted in Figure 5. No significant correlation was ob-
served between the average speech-in-speech perception
score �Speech� and the ERB370 [r = −0.23, t(20) =
−1.06, p = 0.30, pcorr = 0.471], but a significant cor-
relation was observed with the ERB1394 [r = −0.49,
t(20) = −2.51, p = 0.021, pcorr = 0.043]. A similar
analysis on the F0 benefit scores ΔSpeech revealed no
significant effect of the ERB value at 370Hz [r = 0.07,
t(20) = 0.33, p = 0.75, pcorr = 0.92] or at 1394Hz
[r = 0.20, t(20) = 0.93, p = 0.37, pcorr = 0.57].

Frequency selectivity in the region of the second for-
mant correlated with overall intelligibility. A first expla-
nation for why a significant correlation was found only
at 1394Hz might be found in the amount of informa-
tion transmitted to the auditory pathway in each frequency
channel. Stilp and Kluender [35] have borrowed the con-
cept of entropy from information theory and showed that
entropy estimated at the cochlear level can be used as a
reliable measure of the amount of phonological informa-
tion transmitted. They implemented their entropy measure
using the Euclidian distance between successive excita-
tion patterns as evaluated by computational auditory fil-

1 pcorr is the p-value corrected for ERB variability. Five thousand random
ERB data sets centered on the measured ERB and reflecting the esti-
mated ERB variability were generated. For each data set, the correlation
coefficients with �Speech� and ΔSpeech were calculated, thus building
distributions for these statistics. The two-tailed probability of having a
correlation coefficient different from zero was drawn directly from the
distribution and used to adjust the original p-value.
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Figure 5. Speech-in-speech perception score as
function of the ERB. In all panels, the circles
represent individual data, the solid line shows
the correlation, and the dotted curves show the
95% confidence interval of the correlation The
ERB is displayed as the ratio relative to the
ERBN . Upper panels: �Speech�, i.e. average
speech-in-speech perception score across target
F0 and SNR, for each listener. Lower panels:
ΔSpeech, i.e. F0 speech benefit. Left panels:
data for 22 listeners for the ERB centered on
370Hz. Right panels: data for 22 listeners for
the ERB centered on 1394Hz.

terbanks. We adapted this measure by using a single au-
ditory filter centered on a region of interest to derive a
frequency-specific entropy and applied it to the speech ma-
terial used in the present experiment. Our measurements
showed that the entropy in the auditory filter centered on
1394Hz was 30 to 60% larger than that at 370Hz. This
indicates that the frequency region around 1394Hz car-
ried more information than that around 370Hz. However
it cannot be excluded that the absence of correlation with
ERB370 was due to the reduced reliability of this measure.
Indeed, while a notch of 0.2fc (the largest notch width
used) represents 1.6 ERBN at 1394Hz, it only represents
1.1 ERBN at 370Hz. The reduction in reliability due to the
small notch sizes used in the current experiment is there-
fore probably more pronounced at 370Hz than at 1394Hz.

The effect of frequency selectivity at 1394Hz on overall
performance is consistent with what has been observed for
speech-in-noise perception [15, 16]. But this result con-
trasts with that of Mackersie et al. [11] who found no re-
lationship between simultaneous sentence perception and
frequency selectivity. Mackersie et al. suggested that the
absence of correlation could be due to the fact that their si-
multaneous sentence material offered more contextual in-
formation than when a noise masker is used, thus reduc-
ing the importance of peripheral masking. In the present
study, time-reversed speech was used, which, like noise
maskers, offered little or no context. This may potentially
emphasize the role of peripheral masking provided by the
fluctuating masker.

Although the overall level of identification appeared to
be related to frequency selectivity, the segregation benefit
that originates from an F0 difference was not found to be
related to frequency selectivity. Instead this benefit might
be more directly related to F0 discrimination abilities, de-

spite that previous studies observed no clear relationship
[4]. This point is discussed in the next section, along with
the streaming results.

4.3. Frequency selectivity and streaming with vowels

The peripheral channeling theory [36] hypothesized a rela-
tionship between frequency resolution and streaming, and
a few studies have attempted to observe this effect. Rose
and Moore [12] measured the fission boundary for pure
tones in listeners with NH and in listeners with unilateral
cochlear hearing loss. For the NH listeners, they found that
the frequency difference at the fission boundary (where the
percept changes from two streams to one stream) was con-
stant across frequency when expressed in ERBNs. How-
ever, they observed no clear fission boundary difference
across ears of the unilaterally-impaired listeners, suggest-
ing that fission boundary might not be directly related to
frequency selectivity. More recently, these authors com-
pared the fission boundary to frequency difference limens
in NH and HI listeners [37]. They observed, for the NH
listeners, that the fission boundary was fairly constant at
eight times larger than the frequency difference limen, in
the 250–2000Hz region. They did not find such a clear
relationship in HI listeners, however enlarged frequency
difference limens may have contributed to elevated fission
boundaries, and other factors were also likely involved.
Grimault et al. [19] also observed streaming in NH and
HI listeners, using resolved and unresolved complex tones.
They found that complex tones that were unresolved for
both NH and HI listeners yielded similar streaming per-
formance, while complex tones that were resolved for NH
but not for HI induced more streaming in NH than in HI.
Gaudrain et al. [10] used a spectral smearing algorithm to
simulate auditory filter broadening [17] in a streaming task
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Figure 6. Same as Figure 5 with �Streaming�
(upper panels) and ΔStreaming (lower
panels).

that involved synthetic vowels. They observed that spectral
smearing three times normal hindered F0-based obligatory
streaming.

In the current study, streaming was compared to the
measured ERBs (Figure 6). The average score in the
streaming task (�Streaming�), was not related to ERB370

[r = 0.05, t(20) = 0.25, p = 0.81, pcorr = 0.97] or
ERB1394 [r = 0.12, t(20) = 0.55, p = 0.59, pcorr = 0.82].
A similar analysis onΔStreaming, the streaming score im-
provement due to the F0 difference, revealed no significant
relationship at ERB370 [r = 0.13, t(20) = 0.59, p = 0.56,
pcorr = 0.77] or at ERB1394 [r = −0.15, t(20) = −0.69,
p = 0.50, pcorr = 0.73].

Neither the ΔF0 benefits nor the average streaming
scores were correlated with either of the ERB measures.
This result is consistent with those obtained using pure
tones by Rose and Moore [12] and Mackersie et al. [11].
However, they are in contrast with Gaudrain et al. [10],
where simulated broad auditory filters were found to sig-
nificantly hinder streaming in a task similar to that em-
ployed here. More specifically, Gaudrain et al. reported
that spectral smearing improved both the mean scores
and the ΔF0 benefit in streaming (reflecting less stream-
ing). The authors argued that spectral smearing hindered
streaming based on F0 difference as well as streaming
based on formant structure. Overall performance in the
streaming task depends on F0-based and formant struc-
ture-based streaming, and also reflects the ability of listen-
ers to perform the order-naming task. In contrast, the ΔF0

benefit reflects solely the effect of F0-based streaming.
The fact that the ΔF0 benefit was not correlated with

frequency selectivity in the current study may suggest that
F0-based streaming relies on another psychoacoustic fac-
tor. As found by Rose and Moore [37] with pure tones,

F0-based streaming probably depends on F0 discrimina-
tion performance, which in turn has been found to be only
weakly correlated with frequency selectivity [14]. The
same lack of relationship was found between frequency se-
lectivity and the concurrent speech perception task. Since
the ΔF0 effect was correlated between the streaming and
speech tasks, it seems reasonable to postulate that the two
are driven by a common mechanism related to pitch per-
ception.

The discrimination of F0 in complex tones, or pitch
perception in a more general sense, involves the percep-
tion of temporal cues: temporal envelope periodicity and
fine structure [38, 39]. The ability of subjects to benefit
from these cues may not be highly correlated with fre-
quency selectivity, especially when frequency selectivity is
close to normal. The spectral smearing algorithm of Baer
and Moore [17] used by Gaudrain et al. [10] to simulate
broadened auditory filters mimics the spectral aspect of
frequency selectivity impairment, but the time windowing
also markedly alters temporal fine structure. Hence the ef-
fect of spectral smearing observed in Gaudrain et al. [10]
could potentially have been caused by both the degrada-
tion of frequency selectivity and the degradation of tem-
poral fine structure. Furthermore, it has been suggested
that HI listeners have only limited access to temporal fine
structure cues (e.g., Lorenzi et al. [40]). These authors
also demonstrated that the performance of these subjects
in concurrent speech perception was correlated with their
ability to use temporal fine structure. In the current study,
the ability to use temporal fine structure probably varied
across participants, perhaps independently of frequency
selectivity. Further investigation is required to assess this
hypothesis.
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5. Conclusions

1. The ΔF0 benefit in streaming and the ΔF0 benefit in
speech-in-speech perception were correlated, suggest-
ing that they are driven by a similar underlying factor.
However, neither benefit was correlated with the ERB
suggesting that, at least in the current experiment, fre-
quency selectivity was not the underlying common fac-
tor. The source of the common variability between the
two measures thus remains to be explained.

2. Average streaming scores did not correlate with fre-
quency selectivity, while average speech-in-speech per-
formance did only for the auditory filter centered on
1394Hz. Although average streaming scores and av-
erage speech-in-speech performance are both directly
related to speech intelligibility, frequency selectivity
seemed to only affect speech-in-speech. This thus in-
dicates that the significance of the relationship be-
tween speech intelligibility and frequency selectivity
may vary depending on the material and task used.

3. The nonsignificant correlations involving ERB mea-
surements should be interpreted with caution because
(i) the reduced notch widths employed provide lim-
ited measurement reliability, and (ii) the participants
had close to normal hearing which reduced the range
of ERBs.
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